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ABSTRACT

Perceiving spatial information of a virtual object (e.g., direction,
distance) is critical yet challenging for blind users seeking an im-
mersive virtual reality (VR) experience. To facilitate VR accessi-
bility for blind users, in this paper, we investigate the effectiveness
of two types of haptic cues—yvibrotactile and skin-stretch cues—in
conveying the spatial information of a virtual object when applied
to the dorsal side of a blind user’s hand. We conducted a user study
with 10 blind users to investigate how they perceive static and mov-
ing objects in VR with a custom-made haptic apparatus. Our results
reveal that blind users can more accurately understand an object’s
location and movement when receiving skin-stretch cues, as op-
posed to vibrotactile cues. We discuss the pros and cons of both
types of haptic cues and conclude with design recommendations
for future haptic solutions for VR accessibility.

Index Terms: Accessibility, Haptic Feedback, Vibration, Skin-
Stretch, Virtual Reality, Human-Subjects Quantitative Studies.

1 INTRODUCTION

Spatial information is essential for users to perceive and navigate
a 3D virtual reality (VR) environment. For sighted users, most
spatial cues—such as the relative positions and directions of static
objects, or the motion of moving objects—are delivered primarily
through visual simulations on head-mounted displays (HMDs). Un-
fortunately, this vision-centric approach poses significant barriers
to blind users, preventing them from perceiving and understand-
ing spatial information in a VR space. As a result, emerging VR
user interfaces risk excluding the 1.3 billion blind and low-vision
individuals worldwide [39], as highlighted by Dr. Azenkot in her
keynote talk at IEEE VR 2024 [3].

One area of focus for making VR accessible has been assis-
tive auditory systems that provide blind users with spatial infor-
mation (e.g., [8, 11, 20, 10, 41]). However, while effective,
audio-only feedback often falls prey to interference from various
sound sources, such as ambient or environmental noises, back-
ground music, or speech from other avatars sharing the same virtual
space [2, 18]. As aresult, relying exclusively on auditory feedback
is frequently inadequate for delivering clear and reliable spatial in-
formation.

Haptics, as an independent sensory channel, offers the poten-
tial to convey additional spatial information without disrupting the
auditory cues in a virtual environment. While various haptic mech-
anisms have been extensively explored for VR applications, most
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have not been designed to assist blind users in understanding spa-
tial information within VR. For example, one-dimensional vibra-
tion is the de facto standard in commercial VR controllers. Beyond
this, haptic gloves with multiple vibrotactile motors (e.g., [21, 40])
and phantom-sensation-based wearables (e.g., [32]) have also been
explored to provide haptic feedback in VR environments. More re-
cently, skin-stretch mechanisms (e.g., [48, 15, 49]) have been incor-
porated into VR headset hardware [48], enabling the rendering of
two-dimensional sensations. However, these devices primarily aim
to enhance VR immersiveness rather than provide spatial informa-
tion, and they have not been evaluated with the blind and low-vision
community. As a result, the use of haptics to support the compre-
hension of spatial information in VR remains underexplored.

In this paper, we present an empirical study investigating how
haptic mechanisms can assist blind users in understanding spatial
information rendered in VR. Considering the various haptic mech-
anisms (e.g., [1, 28, 30]) and body locations (e.g., the forehead,
torso) where haptic stimuli can be applied, the design space is vast.
However, in this paper, we are particularly interested in two haptic
mechanisms—on-skin vibration and skin-stretch—and their effec-
tiveness in enhancing blind users’ comprehension of static informa-
tion (e.g., the location and direction of a virtual table) and dynamic
information (e.g., the trajectory of an approaching avatar or a fly-
ing object in a VR game) when applied to the dorsal side of the
hand. We chose this combination of haptic feedback mechanisms
and body location for three primary design considerations. First,
previous research has showed that the skin on the hand has rela-
tively high sensitivity compared to many other body locations [17],
making it potentially effective for rendering spatial information.
Second, compared to other parts of the hand, the dorsal side of-
fers a sufficiently flat area that is not involved in VR operations
(unlike the palm and fingers, which are essential for holding and
operating VR controllers), making it a practical location for haptics
stimuli. Third, both vibration and skin-stretch mechanisms can be
engineered with small form factors and low cost, critical consider-
ation when designing assistive technology [34].

Our user study involved 10 blind participants in a within-subject
experimental design. We used a custom apparatus—a three-gantry,
desktop-grounded experimental device—to render both haptic cues
on the dorsal side of the hand (Figure 1). Unlike a wearable setup
(e.g., a glove), our apparatus adapts to users with different hand
sizes and removes the need for repeatedly donning and doffing
devices when transitioning between different haptic mechanisms.
During the study, different locations and movement patterns were
applied to the dorsal side of each participant’s hand, and partici-
pants were asked to describe the direction or the shape they per-
ceived.

The results indicated that while blind users were capable of dis-
cerning an object’s location and movement patterns through both
types of haptic feedback, the skin-stretch mechanism enabled more
accurate perception than vibrotactile feedback. On the other hand,
vibrotactile cues—being the most frequently encountered haptic
mechanism among blind users—provided clear sensations and were



preferred by several participants. We discuss the advantages and
disadvantages of these haptic mechanisms and offer design rec-
ommendations for future VR systems to better accommodate blind
users.

2 RELATED WORK
2.1 Spatial Information Through Vibration

While one-dimensional vibration is a common method for deliv-
ering haptic cues in modern VR devices, it is primarily used to
enhance immersion rather than to convey spatial information. To
render spatial information, researchers have investigated the use of
multiple vibrotactile motors across various body parts, such as fore-
arms [50], head [9], waist [47], hands [40, 36, 21], and back [46],
among others (see [16] for a comprehensive survey). Recently,
work such as HaptiX [40] demonstrates that the dorsal side of the
hand can serve as a viable area for receiving directional cues via
a multi-vibration haptic glove. However, these studies exclusively
focused on sighted users and their perceptions.

A few notable works have explored the use of multiple vibra-
tion motors to provide spatial information to blind users. Space-
Sense [51], for example, created a three-by-three grid of vibrotac-
tile motors on the backside of a smartphone. When blind users hold
the phone, vibrations from the various motors provide directional
guidance for wayfinding. Hong et al. [24] investigated a similar
wayfinding task using a wristband with four to eight motors, while
Zhao et al. [52] placed four vibration motors on the back of the hand
to guide blind users in exploring visualizations printed on paper.

In our work, we also focus on haptic rendering specifically for
blind users. Unlike previous work, we aim to provide a more sys-
tematic understanding of how blind users perceive the dorsal side
of the hand as a potential location for receiving up to eight direc-
tional cues. We also explored two different types of information:
static information as directional cues and dynamic information in
the form of trajectory shapes.

2.2 Skin-Stretch Mechanism and Moving Stimuli

Besides vibration, the skin-stretch mechanism is another promis-
ing haptic rendering method considered in this work, given its two-
dimensional haptic rendering capability and its potential to be engi-
neered into small form factors (e.g., [26]). The underlining princi-
ple of skin-stretch devices is to deliver haptic feedback by directly
pressing and stretching the user’s skin [23]. As such mechanisms
usually require less physical movement, they have recently been in-
tegrated into various wearable devices, applied to the legs [49, 31],
forearms [44, 4, 5], wrists [26], finger joints [27, 28, 33], tips [43],
and even the face [48, 38].

While existing research has underscored the potential of skin-
stretch mechanisms in providing rich haptic information across var-
ious applications, similar to research in multi-array vibrations, the
bulk of these studies has primarily focused on sighted users. The
perception of skin-stretch by blind individuals, and its efficacy in
conveying spatial information within a VR setup, remains unex-
plored.

Thus, the primary goal of our work is to gain an in-depth under-
standing of vibration and skin-stretch mechanisms for conveying
spatial information to blind users, with the intention of integrat-
ing them into future accessible VR devices. We believe this under-
standing is crucial before undertaking meaningful system engineer-
ing research. As technical researchers, we strive to avoid creating
“disability dongles” due to a lack of empirical insight, as strongly
emphasized by accessibility researchers and advocates [37].

3 METHOD

We aim to investigate how vibrations and skin-stretch mechanisms
can assist blind users in perceiving spatial information in VR.

Specifically, our focus is on two common types of spatial informa-
tion: (1) the distance and directional information of a static virtual
object, for example, a virtual desk located to the north or south rel-
ative to the user’s current standing position; and (2) the trajectory
of a moving virtual object of interest, such as an avatar approaching
from behind or the flying path of a virtual frisbee in a VR game.
We conducted a within-subject, single-session study compris-
ing two tasks, lasting approximately 120 min—150 min. Ten blind
participants were recruited for the study. They were compensated
at a rate of 30 USD per hour in cash. The study was recorded in
video and audio for data analysis purposes and was reviewed and
approved by the University Institutional Review Board (IRB).

3.1 Participants

We recruited ten participants (Table 1) through the mailing list of
the National Federation of the Blind (NFB) organization (9 females,
1 male). Due to the use of convenience sampling, we were unable to
control for age and sex. All participants self-reported as blind and
indicated that their dominant hand was the right hand. We collected
basic background information on participants’ experience with VR
devices and their familiarity with haptic feedback. Additionally, we
asked participants how they typically describe directional informa-
tion or object’s location in their daily lives.

All participants had little to no experience with VR. Only three
participants mentioned having minimal VR experience, which was
limited to wearing a head-mounted display or hearing audio from
the menu screen without fully understanding the virtual environ-
ment. All participants were familiar with vibrotactile feedback,
commonly used in devices such as smartphones and smartwatches
for notifications. None had prior experience with skin-stretch de-
vices. Participants reported a preference for using relative direc-
tions (e.g., left, right, forward, backward) over cardinal directions
(e.g., north, south) to describe their spatial relationship with sur-
rounding objects.

3.2 Apparatus

We designed a three-gantry experimental device ! for our study, as
illustrated in Figure 1. Since the main focus of our research was
to advance the understanding of how different haptic mechanisms
provide spatial information for blind users, rather than specific en-
gineering efforts in wearable integration, we did not aim for a min-
imized form factor. Instead, our setup prioritizes accommodating
various hand sizes, enabling both multi-location vibration and skin-
stretch within the same setup to ensure compatibility and reduce
the effort required to switch devices, while also ensuring partici-
pant safety.

As shown in Figure 1, the three-axis gantry system is equipped
with a multifunctional touch probe capable of rendering both skin-
stretch and vibrotactile feedback. The touch probe can move in the
X, Y, and Z directions within the device’s frame, with motion ranges
of 300 mm, 250 mm, and 100 mm, respectively. These ranges are
sufficient to cover the size of an adult’s hand for haptic rendering.
A rubber touch probe is attached to the gantry system via a spring
and an additional sponge. Both the spring and the sponge ensure
that the experimental device applies moderate force (less than 2 N)
to the user’s hand without causing discomfort. A vibration motor is
attached to the touch probe to provide vibration feedback. To en-
sure consistent hand positioning and comfort throughout the testing
procedure, a 3D-printed resting pad is located at the bottom of the
device, where participants rest their non-dominant hand. Lastly, a
safety switch is installed next to the experimental device, allowing
for an immediate power cutoff if necessary.

IThe experimental device is open-sourced and available at https://
github.com/jsli96/handHapticforBlind
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Table 1: Demographic information of the 10 blind participants.

ID Gender Vision Level Age Range Dominant Hand E Se!f Rat?d
xperience in VR
P1 Female Blind 30-40 Right Minimal experience
P2 Female Blind over 60 Right No experience
P3 Female Blind 40-50 Right No experience
P4 Female Blind 30-40 Right No experience
P5 Female Blind 50-60 Right Minimal experience
P6 Female Blind 40-50 Right No experience
P7 Female Blind 50-60 Right No experience
P8 Female Blind 50-60 Right No experience
P9 Female Blind 18-20 Right Minimal experience
P10 Male Blind 30-40 Right No experience
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Figure 1: Haptic device setup: a) Front view of the three-axis gantry
system haptic device, b) the touch probe, and c) study conducted at
a participant’s home.

3.2.1

To account for variations in participants’ hand sizes and the slight
curvature of the dorsal side of the hand, a camera was mounted on
top of the gantry frame, facing downward, and a calibration process
was conducted for each participant prior to the study. The process
ensured consistent touch rendering at the same position across dif-
ferent user’s hands and guaranteed that the touch probe was always
in good contact with the skin for each trial.

The calibration process is as follows: Once a participant places
their hand on the pad, the device’s camera captures a photo to
calculate the center point of the dorsum of the hand using Medi-
aPipe [19]. Next, the height differences are measured at four points
along the edges of the user’s hand. For each point, the device’s
touch probe is gradually lowered until it makes comfortable yet
clear contact with the user’s skin. The heights of these four points,
along with that of the center point, are recorded. This height data
is then used to render haptic feedback uniformly across the skin by
interpolating the Z-axis values from these five points.

Calibration

3.2.2 Safety measures

In addition to the sponge- and spring-equipped touch probe, we
implemented three additional measures to ensure the safety of all
blind participants during the study. First, we limited the speed of
the touch probe motion to 8 mm/s to provide participants with suf-
ficient reaction time in case they experience any discomfort during
the study (which never occurred). Additionally, we manually set

limits on the maximum displacement of the Z-axis extension arm,
to ensure that users can safely withdraw their hand at any time.
Lastly, a safety switch was installed next to the experimental de-
vice, allowing for immediate power cutoff when necessary.

It is worth noting that the speed of the touch probe motion can
influence participants’ spatial perception. Our choice of 8 mm/s
serves as a safety measure for participants but is also grounded in
prior haptic studies. For example, similar speeds have been em-
ployed in skin-stretch mechanisms in previous work (e.g.,[13]). For
the vibration condition, while a speed of 8 mm/s may result in a
2s-3s interval between vibration locations, previous research has
shown that individuals can recall the location of a tactile stimulus
for up to 10 s [35], making a 2 s—3 s interval well within this range.

3.3 Coordinates on the Dorsum of the Hand

To map the location of a virtual object relative to the user’s position,
we designed a coordinate system on the dorsal side of the hand.
Drawing inspiration from previous literature, specifically Tactile-
Glove [21], we partitioned the surface of the dorsal hand into eight
directions, each covering an angle of 45°. Since blind individuals
often rely on self-referenced spatial coordinate [7, 42, 25] and are
accustomed to using terms such as front, back, left, and right to
describe directions (See section 3.1), we designated the eight direc-
tions as front, back, left, right, front-left, front-right, back-left, and
back-right (Figure 2).

To represent varying distances, we added two haptic points along
each direction, corresponding to near and far objects. Specifically,
points located near the edge of the hand indicate far distance, sug-
gesting that the object is beyond a reachable distance in the VR
space, while points closer to the center of the hand represent near
distances, indicating that the object is within a reachable distance
in VR. The distance between the far and near haptic points is aver-
aged at 10 mm from center to center, with slight variations based on
the participant’s hand size. This distance-by-area design is inspired
by recent VR accessibility research, such as VRBubble [29]. In to-
tal, our proposed coordinate system comprises 16 haptic points and
maximizes the use of the dorsal hand area.

3.4 Rendering Spatial Information

To convey spatial information of a virtual object, we mapped its
direction and distance to the aforementioned coordinate system.
Specifically, the center area of the coordinate system represents the
user’s current position in the virtual environment. The 16 points
correspond to the relative direction and distance from the user. For
example, if a virtual object is located in front of the user and within
a reachable distance, this object’s location will be mapped onto the
hand coordinate in the front direction at the near distance point. We
next detail how we use skin-stretch and vibrotactile cues to render
such information.
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Figure 2: Coordinates and resolution on the dorsum of the hand. The
coordinates comprise eight directions and two distances.

Figure 3: a) The movement of the touch probe in skin-stretch mode.
b) The movement of the touch probe in vibration mode.

3.4.1 Render spatial information through skin-stretch

To render the location of a static object with skin-stretch, our device
draws a straight line on the dorsal side of the hand from its center to
the corresponding point in the coordinate system. Specifically, the
touch probe first lowers to make contact with the center of the user’s
hand, then moves across the skin, continuously pressing down to
create skin-stretch haptics. Once it reaches the target point, the
touch probe lifts up (Figure 3a). The speed of the motion is 8 mm/s,
as outlined in Section 3.2.2.

To render the moving path of a dynamic object on the back of
the hand, we map its starting and ending points to the 16-point co-
ordinate system, along with the trajectories of any midpoint lying
along the moving path. The touch probe then follows this multi-
point path across the skin to represent the movement of the virtual
object (Figure 7).

3.4.2 Render spatial information with vibration

Unlike the skin-stretch mechanism, which drags the skin surface,
the touch probe generates vibrations directly on the 16 coordina-
tion points, simulating multi-motor vibrations. To render spatial
information of a static object using vibration, the touch probe first
moves above of the center of the hand and then lowers to touch
the skin. The vibration motor on the touch probe is triggered the
moment contact is made. It then lifts up, move to the target point,
lowers again, and vibrates upon contact (Figure 3b). Each vibration
lasts for 0.5 s, adhering to the common standard of default vibration
length used in commercial devices such as smartphones or smart-
watches. The rendering of the moving trajectory follows the same
principle. The touch probe lowers at each point along the mapped
path and renders vibration accordingly. The overall haptic render-
ing time remains consistent with that of the skin-stretch condition.

3.5 Task One: Understanding Spatial Information of a
Static Object

In Task One, we investigated how blind individuals perceive static
spatial information (e.g., the direction and distance of static virtual
objects) through skin-stretch and vibrotactile haptic feedback.

3.5.1 Task procedure

Task One required approximately 60 min to complete. The study
was designed as a within-subjects experiment, with the order of
experiencing two types of haptic feedback counterbalanced.

Introduction and learning We first introduced the haptic de-
vice to the participants, explaining how it renders both vibrotactile
and skin-stretch feedback on the dorsal side of the hand. We then in-
structed participants to place their non-dominant hand on the resting
pad. We chose to render the haptic cues on the non-dominant hand
for two reasons: first, the non-dominant hand may posses more pre-
cise haptic perceptions than dominant hand [45]; second, adding
haptic feedback to the dominant hand could overwhelm the users in
cases when their dominant hand is being used to interact with other
VR content. After the participant placed their hand on the resting
pad, we conducted the calibration procedure and then asked them
to experiment with both types of haptic feedback at various points
on their dorsal side of the hand. We explained how this haptic ren-
dering could be interpreted as the spatial information of a virtual
object. We then began the testing phase.

Testing As described in Section 3.4, there were 16 different
points on the dorsal side of the hand, representing 8 directions and
2 levels of distance. We tested participants’ perceptions at each
point for both haptic conditions. Each point was tested three times,
resulting in a total of 48 trials for each type of haptic feedback. The
order of the trials was randomized. After completing each trial,
participants were asked to describe the distance (i.e., near or far)
and direction they perceived. We recorded the responses and calcu-
lated the accuracy for further analysis. To minimize any carryover
effects, correctness feedback was not provided to participants af-
ter each trial. Participants were given a 5 min break between the
two types of haptic feedback trials, with additional breaks provided
whenever requested.

Exiting interview and questionnaire After completing one
type of haptic feedback experiment (e.g., all 48 trials for skin-
stretch), participants were asked to complete the NASA-TLX ques-
tionnaire [22] to assess task load. Additionally, Likert-scale ques-
tions were posed to gauge participants’ confidence in their re-
sponses. Upon finishing the entire test, a semi-structured interview
was conducted, during which participants were asked to compare
the two types of haptic feedback.

3.5.2 Data collection and analysis

We collected responses from a total of 960 trials, involving 10 par-
ticipants each completing 48 trials for each type of haptic feedback.
To evaluate participants’ perception of spatial information at each
coordinate point, we developed a scoring system. The scoring sys-
tem uses 1 point for a full score, 0.5 points for a partial score, and
0 for no score (Figure 4). A full score (1 point) was awarded only
if the participant accurately identified both distance and directional
information (e.g., Figure 4, the point marked in blue is the correct
position). A partial score (0.5 points) was given if the participant’s
response was within the nearest points to the correct location (e.g.,
Figure 4, points marked in yellow). A zero score (0 points) was
assigned for responses outside the correct or partial correct range
(e.g., Figure 4, points marked in white).

Our study included a within-subject factor, haptic mechanism,
with two levels: vibration and skin-stretch. Perception accuracy
for each point was calculated as the average score across three tri-
als. The Shapiro-Wilk test indicated that the scores did not follow
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Figure 5: The distribution of paired-score differences in Task One.
The differences were approximately symmetrically distributed around
zero.

a normal distribution (W = 0.76, p < .001). Additionally, the dif-
ference between the scores were approximately symmetrically dis-
tributed around zero (Figure 5). We therefore used a non-parametric
Wilcoxon signed-rank test to compare participants’ performance
across the two conditions.

Similarly, as the responses from the NASA-TLX and the Likert-
scale scores did not follow a normal distribution, we applied the
Wilcoxon signed-rank test for non-parametric analysis.

3.6 Task Two: Understanding Spatial Information of a
Moving Object

In Task Two, we investigated how blind participants perceived the
spatial information of a moving object.

As the spatial information of a moving object constitutes a col-
lection of discrete spatial information over a period of time, it is
impractical for participants to simply describe it in detail (e.g., the
touch probe starts moving at the point in the front direction at far
distance, then passing the center point of the hand, and finally stops
at the far-back distance point). Thus, to help participants better
understand the moving trajectory in virtual space, we referenced
a golf disc game (Figure 6) in VR. Participants were told that the
touch probe represented the position of the flying disc in the virtual
space. Specifically, we introduced ten test paths (Figure 7), cat-
egorized into three types: (1) single-direction moving trajectories
(2) multiple-direction polygon trajectories, and (3) curved and S-
shaped trajectories. The single-direction paths simulated scenarios

where the user throws the disc in a straight path or other players
throw the disc toward the user. The multiple-direction polygon tra-
jectories simulated a game where two or more players throw the
disc between each other. The curve and S-shaped paths simulated a
flying disc changing directions.

Figure 6: Disc trajectories in a disc golf VR game: a) a single straight
line, and b) a parabola curve.

We rendered both types of haptic feedback across multiple trials.
Participants were asked to verbally identify the starting and ending
points of each path. In addition, participants were asked to select
the moving path from one of three options: a straight-line path,
multiple-direction path, or a curved or S-shaped path. Participants
were also allowed to use their dominant hand to reproduce the touch
probe’s movement if they preferred. The test trials began once par-
ticipants felt comfortable with the haptic rendering. All trials were
counterbalanced.
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Figure 7: Ten trajectories for rendering the spatial information of a
moving object.

3.6.1 Task procedure

Task Two lasted approximately 60 min. As it used the same haptic
device and rendered the same types of haptic feedback, the proce-
dure for Task Two closely resembled that of Task One. Participants
completed one trial for each moving path, resulting in a total of 20
trials across both skin-stretch and vibrotactile haptic feedback.

3.6.2 Data collection and analysis

We collected a total of 200 trials, calculated as 10 participants x 10
trials x 2 haptic feedback types (skin-stretch and vibration). Each
valid response from a trial included three components: the moving
object’s starting point, ending point, and type of moving path. All
these components were equally important, as misunderstanding any
of them could confuse users and potentially diminish their experi-
ence in VR games.

We employed a binary coding system to evaluate all three com-
ponents. A correct response for each part of a trial was recorded as
one, while an incorrect response was recorded as zero. Thus, the
score of each trial could range from O to 3. We calculated the accu-
racy of each trial by computing the ratio of the each trial’s score to
the maximum possible score of three, as shown below:

starting point + ending point + path
3
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Figure 8: Task One: Scores at each point under a) skin-stretch mode
and b) vibration mode.

We analyzed the accuracy of participants’ response in conveying
the motion path for the two types of haptic feedback. The Shapiro-
Wilk test indicated that the data did not meet the normality assump-
tion (W =0.82, p <.001).

Therefore, we proceeded with non-parametric analyses using the
Wilcoxon signed-rank test. As in Task One, we also collected re-
sponses from the NASA-TLX and Likert-scale questions and ana-
lyzed them using the Wilcoxon signed-rank test.

4 RESuULT
4.1 Task One: Spatial Information of a Static Object
4.1.1 Direction and distance

We calculated the mean scores from 960 trials across the two hap-
tic feedback types, with higher scores indicating greater accuracy.
The paired Wilcoxon signed-rank test revealed a significant effect
of haptic mechanisms on participants’ accuracy in perceiving spa-
tial information (Z = 7.64, p <.001, r = 0.25). Participants showed
higher accuracy with skin-stretch feedback (M =0.754, SD=0.313)
compared to vibration feedback (M =0.598, SD = 0.371).

To explore spatial perception across different areas of the back of
the hand, we analyzed the scores for each point on the dorsal side
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Figure 9: Task One: a) The accuracy of eight directions. b) The
accuracy in the two distances.

for both feedback types (Figure 8a and b). For both skin-stretch
and vibration, the upper area of the hand was more sensitive and
yielded higher accuracy compared to the lower area. This may be
because that these regions are near distal joints, which provide clear
reference points for haptic perception [12, 14, 6]. For example,
participants accurately perceived feedback near the middle finger’s
knuckle when the touch probe rendered far-front locations. Con-
versely, lower scores in the lower regions of the hand may be due to
the lack of distinct reference points, such as knuckles or the wrist
joint, making it more challenging for participants to determine di-
rection and distance.

We also examined directional perception. Scores for each di-
rection were calculated based on correct directional responses, re-
gardless of distance accuracy (Figure 9a). Skin-stretch feedback
outperformed vibration, with a mean score of 0.835 (SD = 0.259)
compared to 0.718 (SD = 0.339). Similarly, scores for near and far
distances showed higher accuracy for skin-stretch feedback (far: M
=0.870, SD = 0.242, near: M = 0.801, SD = 0.270) than for vibra-
tion (far: M = 0.802, SD = 0.285, near: M = 0.633, SD = 0.367)
(Figure 9b). A paired Wilcoxon test confirmed the significant effect
of haptic feedback type on perception accuracy for both directions
(Z=6.12,p<.001, r =0.198) and distances (Z = 4.24, p <.001, r
=0.137).

4.1.2 NASA-TLX and Likert-scale questionnaire

The task load ratings for each haptic feedback mechanism, as mea-
sured by the NASA-TLX, are shown in Figure 10. Specifically, the
task load ratings for the skin-stretch mechanism (M = 2.6, SD =
0.83) was lower than those for vibrotactile feedback (M = 3.0, SD
= 1.38). Notably, skin-stretch imposed significantly lower mental
load on participants (3.3 vs 4.6) compared to vibration. However,
no significant effect of haptic mechanisms was found on task load
ratings (Z =-1.76, p = 0.079, r = -0.16).

In addition to the NASA-TLX, we asked participants about their
confidence in their answers using three Likert scale questions, with
the results presented in Figure 11. Participants reported that they
could clearly understand distance information (skin-stretch: M = 6,
SD = 1.1; vibration: M = 5.8, SD = 0.92) and directional informa-
tion (skin-stretch: M = 5.8, SD = 0.92; vibration M = 5.9, SD =
0.57) from both haptic feedback types. They also expressed confi-
dence in providing their answers (skin-stretch: M =5.5, SD=1.27;
vibration: M = 5.7, SD = 0.95).

However, we did not find a significant effect of haptic feedback
mechanisms on participants’ understanding of distance or direc-
tional information, or on their confidence (distance: Z = 0.27, p
= 1.0, r = 0.06; direction: Z = 0.42, p = 0.84, r = 0.09; confidence:
Z=0.05p=1r=0.01).
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Figure 10: Self-reported NASA-TLX ratings for Task One, with a
scale ranging from 1 (indicating the lowest perceived workload,
coded in red) to 7 (indicating the highest perceived workload, coded
in blue).

4.1.3 Post-task interview

Interestingly, although skin-stretch mechanism showed an over-
all higher accuracy in rendering spatial information, preferences
among participants were divided. Several participants favored vi-
bration cues, citing greater familiarity with vibration-based feed-
back in their daily experiences.

"For me, the vibration (haptic feedback) is much easier
to tell the direction and near or far (distance on my back
of the hand) than the skin-stretch (haptic feedback). 1
am more familiar with the vibration (haptic feedback),
because my phone can vibrate. I can get the notification
sounds, but it also vibrates (to let me know)." —P4

"...Ididn’t get (all directions), but I think the vibration is
a little easier to judge the angles (than the skin-stretch)."”
—P2

Other participants stated that the skin-stretch haptic feedback
was more practical and useful for them.

"l like the skin-stretch (haptic feedback)... because the
rubber tip will pull my skin while it is moving, so it can
give me a clear feeling. The vibration will always start
at the center point on my back of hand, which is good,
but the problem is ... I need to pay attention to figure out
where is (the vibration), and I need to anticipate it.... It’s
sort a mental thing, because for the skin-stretch, I have
already knew (the touch tip) is pulling me, and I don’t
need to anticipate where the (touch tip) going... I think
the skin-stretch is more nature to me." —P1

"...For the skin-stretch, I can feel the pull and stops ex-
actly at near or far, so I think it may be easier for me to
know the distance, but for vibration I am just guessing it
is near or far...". —P6

Additionally, some participants suggested that a combination of
both mechanisms might provide the best experience.

"...I think combining both vibration and skin-stretch
would be better. For example, using skin-stretch to know
the directions and using the vibrations to know the dis-
tances." —P5
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Figure 11: Self-reported ratings of spatial information understanding
for Task One.

4.2 Task Two: Spatial Information of a Moving Object
4.2.1 Accuracy in perceiving a moving object’s path.

We calculated accuracy over 200 trials between the two types of
haptic feedback. A paired Wilcoxon signed-rank test revealed a
significant effect of haptic mechanisms on the accuracy with which
blind participants perceived the moving object’s spatial informa-
tion (Z =4.7, p <.001, r = 0.33). Blind participants demonstrated
higher accuracy with skin-stretch cues (M = 77.8%, SD = 27.2%)
compared to vibrations (M = 60.6%, SD = 32.3%) in perceiving the
moving object’s spatial information.

In addition to evaluating overall accuracy, we examined how
blind participants perceived different types of movement paths. Ta-
ble 2 presents the accuracy rates for all tested movement paths, in-
cluding both skin-stretch and vibrotactile feedback. Accuracy was
highest for single-direction movement paths, followed by multi-
direction paths, with curved and S-shaped paths showing the low-
est accuracy. This pattern was consistent across both haptic feed-
back types. Furthermore, skin-stretch feedback consistently re-
sulted in higher (or equivalent) accuracy compared to vibrotactile
haptic feedback across all path types.

To identify which components of the moving path (e.g., starting
point, ending point, path pattern) posed challenges for blind par-
ticipants, we further analyzed the accuracy for each components.
Figure 12 presents the result. Accuracy was lowest for identifying
the ending point (M= 62.50%) compared to the starting point (M
= 71.50%) and the movement pattern (M = 74.50%). One poten-
tial explanation is that participants might lose track of the reference
point (e.g., the center point on the dorsum of the hand) during con-
tinuous haptic rendering, a challenge that may be more pronounced
for longer moving paths, such as curved and S-shaped paths.
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Figure 12: Average score for three components of Task Two.

4.2.2 NASA-TLX and Likert-scale questionnaire

The results of the NASA-TLX questionnaire are shown in Fig-
ure 13. The mental load rating for skin-stretch feedback (M = 2.4,
SD = 0.61) was lower than that for vibration feedback (M = 2.9,
SD = 1.16). However, no significant effect of haptic mechanisms
on task load ratings was found for blind participants perceiving the
spatial information of moving objects (Z = -1.57, p=0.12, r = -
0.14).
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Figure 13: Self-reported NASA-TLX ratings for Task Two, with a scale
ranging from 1 (indicating the lowest perceived workload, coded in
red) to 7 (indicating the highest perceived workload, coded in blue).

We also quantified participants’ confidence in their responses us-
ing Likert scale questions (Figure 14). Participants reported that
they could understand the starting and ending points (skin-stretch:
M=5.9, SD=1.5; vibration: M=35.5, SD = 1.5), the object’s mov-
ing path (skin-stretch: M =5.8, SD = 1.5; vibration: M =5.2, SD =
1.7), and that they could identify the overall moving path from the
haptic cues rendered on the hand (skin-stretch: M =15.9, SD =1.3;

Q2. | can understand the moving path.

T
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Figure 14: Self-reported ratings of understanding the moving object’s
spatial information in Task Two.

4.2.3 Post-task interview

The ability to provide clear haptic feedback was key for participants
to recognize the moving patterns. Several participants expressed a
preference for skin-stretch, as it remained in constant contact with
the skin as the probe moved, making it easier for users to perceive
and identify patterns.

"...I prefer the skin-stretch because it is just showing the
pattern. The vibration is fine, but it didn’t show the pat-
terns unless you are familiar with these patterns."—P2

Vibration, on the other hand, required greater focus and attention
to discern locations on the back of the hand. However, a few par-
ticipants, such as P7, preferred vibration over skin-stretch, as she
found the vibrotactile sensation stronger and more familiar.

Additionally, we asked participants to share their thoughts on us-
ing haptic feedback and audio to provide spatial information about



a moving object. They speculated the importance of synchronized
audio and video in a virtual environment. Based on their daily expe-
rience with audio-based assistive tools, participants speculated that
using audio to convey an object’s location and movement would
likely result in significant delays. They also noted that relying on
audio would likely require more effort, as they would need to con-
stantly analyze the narration, remain attentive, and anticipate up-
coming events. In contrast, participants found the haptic feedback
experienced during the study to be more responsive, providing a
sensation akin to real-time feedback.

"My brain is always running and I want something like
this, which could synchronize my brain and feelings, be-
cause when I touch something I can direct feel it, this is
one step. However, the audio description is two steps.
You need first listen it, and then analyze it."—P1

5 DISCUSSION AND LIMITATION
5.1 Which Haptic Mechanism is Better?

Our study demonstrated that rendering haptics on the dorsal side
of the user’s hand can indeed help blind users perceive the spatial
information of a static object and the trajectory of a moving ob-
ject, although fully grasping the trajectory with precision remains
challenging.

In terms of the two types of haptic mechanisms, the objective
ratings suggested that skin-stretch outperformed vibration feedback
in conveying spatial information for both static and moving objects.
It is important to note that, although we used only one touch probe
to simulate the multi-vibration condition, the 16 vibration points
used represent one of the highest vibration densities observed in
previous work. For example, Haptix [40] explored the use of five
vibration motors, and TactileGlove [21] was equipped with up to
nine vibrators. Given the size of the dorsal surface of a hand, it is
unlikely that a haptic glove could provide more than 16 vibrations.
Thus, this result indicates that continuous on-skin haptics will be
better perceived by blind users compared to conveying the same
information through discrete vibrations.

Interestingly, although the skin-stretch mechanism demonstrated
higher accuracy, participants’ subjective evaluations did not indi-
cated a definitive preference for either of the two haptic mecha-
nisms. In fact, as discussed in Section 4, some participants pre-
ferred the tactile feedback from vibration over the skin-stretch
mechanism, despite the latter’s more accurate perception, citing
greater familiarity. Unfortunately, the disparity in familiarity was
not negligible in our study, as vibration feedback is indeed far more
common than the skin-stretch mechanism. Although we provided
a training session before each task, the differences in familiarity
with the technologies were not completely overcome. It would be
interesting to re-evaluate this preference in the future if both tech-
nologies can be equally well-known and accepted.

Nevertheless, we recognize the benefits of both haptic mecha-
nisms for rendering spatial information. As some participants sug-
gested, it should be feasible to combine them, e.g., by using skin-
stretch to convey directional information and employing vibration
to confirm the location once the touch probe reaches the target point
on the skin. Future research should explore the potential of such a
combination.

5.2 Limitation

Our study results should be interpreted with an understanding of the
limitations regarding how broadly they can be applied.

For example, our study set the movement speed of the touch
probe to 8 mm/s. While this speed ensured participant safety, its
capacity is limited in representing rapid changes in VR environ-
ments. How faster-moving objects or objects with varying speeds
can be perceived haptically remains an open question.

Additionally, our experimental device is equipped with a single
probe to deliver spatial information for one object at a time. Thus,
the feasibility and efficacy of blind users perceiving multiple mov-
ing objects simultaneously through haptic feedback remains un-
clear.

Finally, in this current study, we used a desk-grounded device to
generate haptic sensations. While this approach allowed us to test
both mechanisms across large skin areas with one uniformed de-
vice, it also required participants to keep their hands in a fixed loca-
tion. This condition does not reflect the dynamic manner in which
users may interact with controllers in VR environments. Thus, al-
though our study demonstrated promising results in providing spa-
tial information through haptics to the dorsal hand, the findings may
not fully extend to scenarios where individuals move their hands
freely. Investigating how to accurately represent spatial informa-
tion on a moving hand, as opposed to a stationary one, remains an
open question and warrants further exploration in future research.

5.3 Multi-Modal Feedback

As the focus of our study is on haptic feedback, we intentionally
omit audio in this work. In the future, we look forward to ex-
ploring multi-modal feedback, potentially integrating spatial au-
dio with haptic feedback to provide more comprehensive informa-
tion. While as we discussed with participants (P3), using audio can
sometimes delay the rendering of information, the audio can pro-
vide detailed information such as 3D spacing that is hard to achieve
fully even with high-fidelity haptic solutions. Thus, it will be in-
teresting to explore which types of spatial information, and in what
contexts, should be rendered through spatial audio, haptics, or a
combination of both.

5.4 Minimization as a Wearable

As discussed in the Introduction, our long-term vision is to develop
compact, affordable, and effective haptic hardware that can be inte-
grated into the existing VR hardware ecosystem, such as a hardware
add-on to current VR controllers. Our current work represents one
of the early steps toward this vision, with empirical results demon-
strating that blind users can perceive spatial information via skin-
stretch and vibrotactile haptics on the dorsal side of the hand. We
anticipate that future work will build upon these empirical results to
engineer wearable counterparts that can integrate with current VR
systems and make VR truly accessible.

6 CONCLUSION

In this study, we investigated two types of haptic feed-
back—uvibration and skin-stretch—for delivering spatial informa-
tion about both static and moving virtual objects on the dorsal side
of the hand for blind users. Our findings demonstrate that both
mechanisms effectively convey spatial information, with the skin-
stretch mechanism achieving higher accuracy. However, subjective
evaluations from participants did not indicate a clear preference for
either haptic mechanism. We discussed the strengths and limita-
tions of both types of haptic cues and concluded with design rec-
ommendations for future haptic solutions aimed at improving VR
accessibility.
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